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SoftBase Systems, Inc

• Founded in 1987

• Located in Asheville, North Carolina

• IBM Partner in Development

• Leading provider of  application testing and tuning solutions 
for IBM’s DB2 for z/OS
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SoftBase Products

• TestBase

• TestBase Data Slicer

• Batch Healthcare

• Attach

• Checkpoint

• Batch Analyzer

Wednesday, May 27, 2009



TestBase

• Quickly retrieve manageable subsets of  referentially intact 
data from various sources including DB2 UDB, VSAM & 
QSAM

• Allows definition of  data manipulation to test specific 
conditions

• Compare Reporting Facility to provide quick verification 
of  testing results

• Mandatory masking of  fields through predefined rules
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TestBase Data Slicer

• Build and maintain test data, easily extracting slices of  
production data

• Allows users to share or isolate data with total independence

• Multiple developers and testers can test together without 
affecting each other

• Eliminates the need for the DBA to maintain multiple test 
environments

• Can also extract data from VSAM and QSAM
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Batch HealthCare
Attach Facility

• Call Attach

• Auto-Commit

• Variable Commit Frequency

• ENQ Serialization 

• SQL Monitoring
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Batch HealthCare
Checkpoint Facility

• Provides Checkpoint/Restart services

• Automatically repositions sequential files & RRS resources 
on restart, restoring working storage

• Flexible precompiler can convert most COBOL & 
PL/I programs

• Support for existing Quickstart™, AR/CTL™  & 
AdvantageGen™ Applications
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Batch HealthCare
Batch Analyzer

• A Performance Tool that can be used by DBA and application 
programmer - allowing drill down to actual SQL Text

• Data can be collected for all DB2 batch jobs 24x7 without any 
JCL or program changes

• SQL Hot-Spot detection, identifying the Job and SQL over-
utilizing CPU and DB2 resources

• Helps find contention and timeout issues between DB2 batch jobs

• Helps identify jobs that do not COMMIT frequently enough or 
commit too frequently
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What Problems?

• Finding SQL with excess utilization

• Finding where deadlocks and timeouts are occurring

• Finding potentially long ROLLBACKs

• Relating the problem to a job

• Making all this available with low overhead to developers 
and DBAs
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Finding SQL

• Identifies job with high DB2 utilization

• Identifies SQL with high DB2 utilization

• Production & Test

• Easy to filter based on date/time, jobname, etc

• Instantly relate problem SQL to a particular job
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Deadlocks & Timeouts

• Batch programs compete for resources 24x7

• Poor COMMIT frequency can increase the number of  
deadlocks & timeouts
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Long Rollbacks

• Poor COMMIT frequency can cause excessive 
ROLLBACK times

• ROLLBACK is at least 2x execution time

• Identifying those ROLLBACK exposures is essential

• Implementing the Checkpoint Facility can ease 
ROLLBACK exposure
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Easy Implementation

• Collects data only for those DB2 batch jobs selected

• Overhead low enough to capture every DB2 batch job 24x7

• No JCL or program changes required for collection

• Data is available within 30 seconds after job completion

• No DB2 traces required
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Filter 1 24-Hour period
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Finding Bad SQL
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Filter 1 24-Hour 
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Nearly 50%
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Drill Down
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2 Steps
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10 minutes of CPU
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99.9% of DB2 is in this step
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Drill down
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Update took most of the CPU
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Scroll Right shows Execution 
Count, Elapsed time & CPU
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Drill Down
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SQL in offending statement
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No WHERE clause, updating 
every record
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Statement location info
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On statement number 670
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Average of UPDATE
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Maximum of UPDATE

Wednesday, May 27, 2009



Totals of UPDATE
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Total percentages
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Can view statements across 
all jobs
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Multiple Statements

Wednesday, May 27, 2009



Across multiple jobs
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Update - same statement 2 
different times
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Throughput Analysis
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Filtering still applies
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12 Timeouts, nearly 6 
minutes between commits
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No Commit at all for this 
job
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Could be too many COMMITs
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Rollback Analysis
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20 Minutes between Commits
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Rollback could take over an 
hour
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Looks at sets of jobs
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Lists by application group
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Application Group Definition
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3 Jobs most expensive
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Another way to find this step
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Architecture
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Started Task
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DB2R
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Application

DB2B
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Touch 

Free
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for all 
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DB2s on this 

LPAR
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DB2

CDB2

CDB2

C

LPAR B

SBA Data Collection 
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DB2C
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DB2C
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Batch
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Batch 
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DB2R

Allows 
remote access,
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Summary

• Low overhead allows data collection 24x7

• Ease of  use allows programmers as well as DBAs to find bad 
SQL

• Jobname identification and statistics 

• Powerful filtering

• Job data available within 30 seconds
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Questions?
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